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CHAPTER 1: INTRODUCTION 

 

General Overview 

 The discovery of room temperature ionic liquids followed by the discovery of the 

versatility and range of uses for room temperature ionic liquids has spurred research in 

nearly every field of chemistry.  The subfield ionic liquid chemistry devoted to energetic 

ionic liquids is particularly of interest for aerospace and military applications for use in 

developing ionic liquids that react with spontaneous ignition on contact with common 

strong oxidizers.  However, the mystery of what causes some ionic liquids to have an 

incendiary reaction while others do not continues to elude researchers.  Herein is one path 

to finding the secret of hypergolic ionic liquids. 

Dissertation Overview 

 Chapter 1 introduces the fundamental concepts necessary to understand ab initio 

calculations and ionic liquid chemistry.  The methods to be used in later chapters are also 

introduced and detailed on a fundamental level.  Chapter 2 investigates the proton affinity 

and first ionization potential of energetic ionic liquid anions as well as testing the 

computational costs of MP2 and CR-CC(2,3) vs. accuracy.  Chapter 3 continues the work 

of chapter 2 with an investigation of energetic ionic liquid cations as well as the energy 

released when a proton is transferred from the cation to the anion.  The implications of 

the proton transfer reaction are considered in the context of predicting hypergolicity.  

Chapter 4 covers the development of a fully quantum mechanical Metropolis Monte 
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Carlo method and the implementation of that method in GAMESS.  Chapter 5 introduces 

and derives a new method for calculating the equilibrium constant of a proton transfer 

reaction in the condensed phase.  Chapter 6 concludes the thesis with a summary of the 

results of the previous chapters.  

Theoretical Background 

 The study of quantum chemistry concerns itself primarily with finding 

approximate solutions to the Schrödinger Equation, which mathematically relates the 

state of nuclei and electrons to the total energy of the system.  In most cases, this involves 

solving the time-independent Schrödinger Equation1. 

Ĥ Φ = E Φ          (1) 

Here is the Hamiltonian operator for the system of nuclei and electrons,  is the 

wavefunction, and E is the total energy of the system.  The general Hamiltonian can be 

written as electronic, nuclear, and combined terms. 

Ĥ = − 1
2 ∇i
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∑ +
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The Laplacian operator, defined as ∇2 f = ∂2 f
∂xi

2

i=1

n

∑ , appears in the kinetic energy terms.  

The sums n and N are over all electrons and nuclei respectively and  is the separation 

between x and y of the form | rx − ry | .  The 1
r

terms correspond to the attractive and 

repulsive potential energy terms arising from electron and nuclei interactions.  The mass 

and charge of the nuclei are given by M p  and Z p  respectively.  
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 Key to the application of quantum chemistry is the Born-Oppenheimer 

approximation2 that decouples the movement of nuclei and electrons due to the difference 

in mass and speed.  With this approximation, the nuclei are treated to be stationary with 

regard to the motion of electrons and equation 2 reduces to 

Ĥelectron = −
1
2 ∇i

2 + 1
rij

j>i

n

∑ −
Z p

rip
p=1

N

∑
i=1

n

∑
i=1

n

∑
i=1

n

∑
      (3)

 

as the terms that only involve the nuclei either go to zero (nuclear kinetic energy) or 

become constants (nuclear-nuclear repulsion) that don't affect the wavefunction solutions 

to the Schrödinger equation.   While the Born-Oppenheimer approximation significantly 

simplifies the Schrödinger equation, the many body problem still remains for systems 

with two or more electrons, and further approximation is necessary. 

 One approximate solution of the Schrödinger equation is an antisymmetrized 

Hartree product of spin orbitals that minimizes the total energy in accordance with the 

variational principle.  Spin orbitals, the product of a spatial orbital and spin function, each 

describe the behavior of a single electron such that the full wavefuction is written as a 

Slater determinant3 to ensure that the wavefunction is antisymmetric when any two 

electrons are interchanged.  Within the Hartree-Fock approximation4, the Hamiltonian is 

replaced with a one-electron operator and a potential energy term that averages out the 

interaction between the electron and all other electrons.  

F̂i
HFχi = ĥiχi + Ĵ jχi − K̂ jχi = εiχi

j
∑

j
∑

ĥi = −
1
2 ∇i

2 −
Z p

rip
p
∑

       (4) 
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The indices  and  correspond with the spin orbitals ( χ ) representing the electrons.  

The Coulomb operator Ĵ  yields the average repulsive interaction between a given 

electron in the field of the other electrons, and the exchange operator accounts for the 

purely quantum change in energy that arises due to interchanging electrons between two 

different spin orbitals.  Combining these operators yields the Fock operator and the 

compact form of the Hartree-Fock equation.  

F̂iχi = εiχi         (5) 

To define the spatial orbitals used in creating the spin orbitals, a basis set of spatial 

functions is introduced, generally chosen so that the basis set is not orthonormal.  The 

spatial orbital (ψ ) is a linear combination of the basis functions (φ ) determined by the 

coefficients C . 

ψ i = Cuiφu
u
∑          (6) 

The Fock operator does not operate on the spin function, so substituting equation (6) in to 

equation (5), multiplying on the left on both sides on the equation, and integrating over 

all space leads to the Roothan-Hall matrix equation5.  

FC = SCε

Fuv = φvi
* F̂i∫ φuidr

Suv = φvi
*∫ φuidr

         (7) 

As before, the index  corresponds to the spin orbital operated on by the Fock operator.  

The Fock operator and coefficients are replaced with the matrices F and C respectively 
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and the overlap matrix S is introduced.  The energies of each orbital are given by the non-

zero elements in the diagonal matrix ε .  The Roothan-Hall equation can be solved by 

using standard matrix techniques but because the Fock matrix depends on the 

coefficients, the solution must be solved iteratively.  An initial guess for the coefficients 

is used to solve for a new set of coefficients and the process is repeated until the change 

in the coefficients falls below a specified threshold.  The process is called the self-

consistent field method. 

 The averaged way that Hartree-Fock treats the electron-electron interactions fails 

to capture the instantaneous interactions called electron correlation, defined as the 

difference between the exact non-relativistic energy and the Hartree-Fock energy.  One 

method for calculating the correlation energy is to rewrite the Hamiltonian as the Hartree-

Fock Hamiltonian plus a perturbation of the potential that can be made arbitrarily small 

by varying a parameter. 

Ĥ = Ĥ HF + λVPert          (8) 

The wavefunction and energy are eigenfunctions and eigenvalues respectively of the 

Hamiltonian and so are dependent on the parameter  and can be expanded in a Taylor 

series in powers of . 

Ψ(λ,r) = Ψ λ=0 +
∂ Ψ
∂λ λ=0

λ +
∂2Ψ
∂λ2

λ=0

λ2 + ...

E(λ) = E λ=0 +
d E
dλ λ=0

λ +
d 2E
dλ2

λ=0

λ2 + ...
     (9) 
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Substituting the two expansions into the Schrödinger equation, terms with equal powers 

of λ on both sides of the equation must be equal for all values of λ .  The zeroth power of 

λ is the Hartree-Fock equation for the unperturbed system.  The first power of λ term 

does not contribute to the correlation energy as it involves interactions between the 

ground state and singly excited determinants, which by the Brillouin theorem is zero6.  

Thus the second power of λ is the first to contribute to the electron correlation and the 

second order correction to the total energy  is given by equation 10.  

E (2) =
Ψd Vpert ΨGS

2

Ed
(0) − EGS

(0)
d
∑        (10) 

The summation is over all double excitations d, Ψd  and ΨGS  are the doubly excited and 

ground state determinants, and E (0)
d  and E (0)

GS  are the corresponding zeroth order energies 

of Ψd  and ΨGS .  Adding E (2)  to the Hartee-Fock energy yields the Möller-Plesset 

second order perturbation (MP2) energy7. 

 The coupled cluster method8,9 is a post-Hartree-Fock method that  approximates 

the exact wave function as a reference wavefunction acted on by exponential excitation 

operators.  While the reference wavefunction is often a Slater determinant resulting from 

a Hartree-Fock calculation, it is not necessary that this be the case. 

Ψexact = eT̂ψ ref          (11) 

The excitation operator T̂ is a series of particle operators that operate on one or more 

electron to excite from occupied orbitals to unoccupied virtual orbitals.  
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T̂ = T̂1 + T̂2 + T̂3 + ...

T̂1 = ti
at̂i

a

i,a
∑

T̂2 = tij
abt̂i

at̂ j
b

a<b
∑

i< j
∑

        (12) 

The sums run over all single and non-duplicate double excitations from occupied orbitals 

( i, j ) to virtual orbitals ( a,b ) for the single electron operators t̂ .  In the case where the 

series is truncated after double excitations, the coefficents ti
a and tij

ab  are calculated via 

matrix operations to give the couple cluster singles and doubles (CCSD) correction to the 

energy.  The energies obtained using the coupled cluster methods are more accurate than 

MP2 and can be further improved by truncating the operator series after larger numbers 

of excitations, however the increase in accuracy comes with increased computational 

costs.  MP2 formally scales with the size of the basis set as N5 and CCSD scales as N6.  

Coupled cluster with single, double, and triple excitations (CCSDT) scales as N8 although 

calculating the triple excitation coefficients non-iteratively (CCSD(T)) reduces the 

scaling to N7.10 

 The completely renormalized left-eigenstate coupled-cluster method with double 

and triple excitations (CR-CCSD(T)L) is an improvement on previous coupled-cluster 

methods for systems involving large non-dynamic correlation effects like biradicals and 

bond breaking11.  Starting from the CC wavefunction defined in equation 11, the ground 

state energy E0 is renormalized to account for singularities in the potential energy that 

arise at large internuclear distances when using many body perturbation theory12. 

E0 =
ΨCC ĤeT̂ ψ ref

ΨCC eT̂ ψ ref
         (13) 
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Introducing a de-excitation operator analogous to T̂ that operates on the left (the bra) for 

excitations beyond the truncation of T̂ , the left eigenstates and eigenfunctions are 

determined via equation 14. 

ΨCC L̂0H = E0 ΨCC L̂0

H = e−T̂ ĤeT̂
        (14) 

The deexcitation operator L̂0 is then used to determine the correction to the CC energy by 

non-iterative means.  For CR- CCSD(T)L, the truncation for the CC energy is after the 

double excitations term and the triple excitations term is solved non-iteratively using the 

left eigenstate operator.  CR-CCSD(T)L scales as N7 as does CCSD(T). 

 One strategy to reduce the computational cost of a calculation when the scaling of 

the method has been reduced as far as possible is to fragment the system into subsystems, 

each representing a much smaller N size, and then calculating some subset of the total 

interactions between the subsystems.  One such method is the fragment molecular orbital 

method (FMO) that allows for intra-molecular and intermolecular fragmentation13,14.   

The electron density of the fragments or monomers are calculated separately within the 

potential field of the rest of the system, iterating over the monomers to self-consistency.  

The inter-monomer interactions can then be calculated for dimers (FMO2), trimers 

(FMO3), or higher number of interacting fragments using the monomer electron densities 

and the potential field of the system, treating each multi-fragment interaction as a 
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perturbation to the monomer energy.  The total energy is then the summation over the 

monomer and other calculated terms in the n-body expansion.   For large systems where 

short range interactions dominate, the calculation cost can be further reduced by 

replacing multi-fragment interactions separated by more than a cutoff distance with a 

model potential. 

 Another method for reducing the computational costs is to replace some or all 

molecules with parameterized models such as the Effective Fragment Potential method 

(EFP)15-18.  Developed initially to describe spectator molecules around solvated 

molecules, EFP uses parameters derived entirely from ab initio calculations with no 

empirical fitting of parameters.  Intermolecular interactions are calculated using 

multipolar expansions at points distributed across the EFP molecule, generally at the 

center of each atom and the midpoint of each bond.   Inter-fragment interactions are 

calculated classically while fragment-ab initio interactions are treated as a perturbation in 

the Hamiltonian of the ab initio region of the system with the polarization of the solvent 

and solute solved by iterating the induced polarization of the fragments to self-

consistency.  The original EFP1 implementation includes parameters for water while the 
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more general EFP2 allows for parameterizing any molecule for use as a EFP fragment 

through a series of ab initio calculations. 

 The Monte Carlo method is a broad range of techniques that involve random 

sampling of values to locate the desired solution by means of a probabilistic model19,20.  

The development of computers capable of performing the large number of repetitive 

calculations necessary allowed the reintroduction and development of the modern Monte 

Carlo method21.  Originally developed for the study of nuclear physics during the 

Manhattan Project, the Monte Carlo method is an important tool for studying potential 

energy surfaces and generating ensembles for chemical systems as it only requires 

calculating the total energy of the system.  The Metropolis Monte Carlo method is one of 

many variations of the Monte Carlo method that is characterized by the use of Markov 

Chains and the Boltzmann factor as defined by equation 15.  

P = e
−∆E
kT          (15)  

   

Here P determines the probability that a new step in the Markov Chain will be accepted 

or rejected based on the change in energy ∆E = Enew − Eold  divided by the Boltzmann 

constant k  and the temperature T .   If the energy of the new step is less than the 

previous step, then the new step is accepted.  If the energy of the new step is greater than 

the previous step, then the new step is accepted if a random number is greater than P  

otherwise the step is rejected.  Effective for finding minima on the potential energy 
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surface and generating ensembles that follow the Boltzmann distribution, the Monte 

Carlo method is limited to non-dynamic properties. 

 A Metropolis Monte Carlo simulation is dependent only on the temperature and 

the starting configuration of the atoms.  In situations where a particular portion of the 

configurational phase space is of interest it is beneficial to introduce additional 

constraints on the Monte Carlo simulation.   As the constraint biases the probability of 

some states over others, use of the Boltzmann factor is no longer sufficient to ensure that 

a valid ensemble will be generated22.  Instead each constraint adds a weighting function 

that changes the distribution of states and must be accounted for in the acceptance factor 

or by un-weighting the results after the Monte Carlo simulation is finished.  One 

constraint method, termed umbrella sampling, involves the addition of a potential that 

biases the Markov chain to increase sampling in areas that would otherwise be under 

sampled by unconstrained Monte Carlo23.   Results are obtained by integrating the states 

of one or more regions sampled using umbrella potentials by applying an un-weighting 

function.  Another method of biasing the Monte Carlo simulation is to change the internal 

configuration of molecules to increase sampling of low energy states24,25.  For example, 

the Configurational-Bias Monte Carlo (CBMC) designed for long chain molecules 

generates the next step in the Markov Chain by inserting the molecule in a piecewise 

fashion, trying multiple configurations for each piece and accepting the lowest energy 

configuration26.  The acceptance criteria for CBMC is formulated to incorporate the 

energy of each of the rejected trial configurations of each piece of the inserted molecule.  

A third constraint method is to reduce the degrees of freedom of the chemical system by 

prohibiting some of the possible perturbations when generating a new step in the Markov 
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Chain27.  Whether by prohibiting the motion of entire molecules or a single bond,  such a 

constraint limits the sampling of the potential energy surface to some subset of the full 

surface, allowing for an unbiased sampling in that subset.  As the extent of the bias is 

unique to the choice of which perturbations are prohibited, the acceptance criteria must 

be determined for each system separately unlike the more general forms used for 

umbrella sampling and CBMC. 

 In the 1920's, development of liquid fuel rocket engines was undertaken around 

the world resulting in discovery of hypergolic fuels in the Soviet Union, Germany, and 

the United States between 1930 and 194028.  A hypergolic fuel or bipropellant is a pair of 

liquids that spontaneously ignite upon contact.  The early experiments focused on organic 

compounds reacting with nitric acid for use as the main rocket fuel or as the initial stage 

to provide the temperature and pressure necessary for igniting other fuels.  At present the 

most commonly used hypergolic combination is dinitrogen tetroxide with hydrazine or 

related oxidizer, which is considered extremely toxic and corrosive29.  Efforts to identify 

suitable replacement hypergolic fuels that provide the same utility without the chemical 

hazards have turned to a class of chemicals called ionic liquids.  

 A class of compounds synthesized from ions with melting points below 100 °C 

are called ionic liquids or room temperature ionic liquids to differentiate from high 



www.manaraa.com

13 
 

temperature molten inorganic salts30.  Typically, ionic liquids are composed of bulky, 

asymmetric cations paired with weakly coordinating anions resulting in weak lattice 

energies.  Depending on the specific cation and anion combination, ionic liquids have 

been shown to have wide ranging physical and chemical properties that allow for fine 

tuning the choice of ionic liquid for practical applications31-34.  The underlying chemistry 

that governs the observed variations in ionic liquids are not yet fully understood well 

enough to predict the properties of a given ionic liquid.  It has been shown that non-

Coulombic, non-covalent interactions like dispersion make up a significant portion of the 

intermolecular interactions of ionic liquids, necessitating the use of accurate quantum 

methods when studying ionic liquids computationally35. 

 It has been demonstrated that some energy dense ionic liquids react 

hypergolically with white fuming nitric acid and/or hydrogen peroxide29.   The 

hypergolic ionic liquids determined at present are nitrogen rich, protic ionic liquids, 

meaning the charge carrier between cation and anion is a proton32.  Experimental studies 

have demonstrated the importance of the proton transfer from the cation to the anion as a 

first step in the hypergolic decomposition reaction36.  Further studies have shown that 

protic ionic liquids generally exist as a neutral pair in the vapor phase while aprotic ionic 
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liquids generally exist as ion pairs in the vapor phase37,38.  The interaction between liquid 

and vapor phase is important as high speed measurements of ionic liquids dropped into 

white fuming nitric acid show the evolution of a vapor phase followed by ignition in the 

phase39. 
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CHAPTER 2: AB INITIO CALCULATION OF ANION PROTON AFFINITY 
AND IONIZATION POTENTIAL FOR ENERGETIC IONIC LIQUIDS 

A paper published in the Journal of Computational Chemistry 

Caleb Carlin and Mark S. Gordon 

Abstract 

 Developing a better understanding of the bulk properties of ionic liquids requires 

accurate measurements of the underlying molecular properties that help to determine the 

bulk behavior. Two computational methods are used in this work: second order 

perturbation theory (MP2) and completely renormalized coupled cluster theory (CR-

CC(2,3)), to calculate the proton affinity and ionization potential of a set of anions that 

are of interest for use in protic, energetic ionic liquids.  Compared with experimental 

values, both methods predict similarly accurate proton affinities, but CR-CC(2,3) predicts 

significantly more accurate ionization potentials.  It is concluded that more time intensive 

methods like CR-CC(2,3) are required in calculations involving open shell states like the 

ionization potential.  

Introduction 

 Room temperature molten salts, or ionic liquids (ILs), as a class exhibit a wide 

range of thermodynamic and physical properties1.  The potential applications of ILs in 

fields such as aerospace, chemical synthesis, and fuel cells may be as numerous as the 

number of possible cation-anion combinations used to make ILs.  It is for this reason that 

a great deal of interest exists not only in synthesizing new ILs, but also in gaining a better 

understanding of the underlying chemistry that can lead to a set of rules that can be used 

to predict the properties of a given IL2.  A growing body of research has focused on the 
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nature of non-covalent interactions in bulk ILs, for example, by analyzing the role of 

hydrogen bonding in the determination of IL properties3-6.  Non-covalent interactions 

have been shown to be important determinants of properties like vapor pressure, 

viscosity, melting temperature, density, solubility, and conductivity6-9.  Attempts to 

characterize the interactions, both experimentally and computationally, have suggested 

that ILs exist in the liquid phase as an equilibrium between (a) charged ions that are 

stabilized by non-bonded interactions and (b) neutral molecules, with the location of a 

charge carrier as the difference7,8,10. For protic ionic liquids (PILs), a subset of ILs 

formed by combining a Brønsted acid and base, the charge carrier is a proton.  PILs are a 

focus of theoretical research for the relative simplicity of the reversible proton transfer 

reaction between the ions7.  One proposed set of determining factors for the proton 

transfer reaction equilibrium is the acidity of the donor and the proton affinity (PA) of the 

acceptor8,11,12.  In working toward testing this hypothesis, the present work discusses 

methods for calculating proton affinities with an accuracy that is sufficient to provide 

insight about IL properties. 

 The PA of anions can be determined from indirect experimental measurements 

and by computations.   Experimentally, anion PAs can be obtained using thermodynamic 

cycles and an experimentally determined first electron affinity, or by comparing the gas 

phase acidity of the anion to the gas phase acidity of anions with known PAs13-15.  While 

these methods have provided a narrow range of upper and lower bounds for the PAs of a 

few anions of interest, the paucity of experimental data limits the number of species for 

which these experimental approaches are applicable.  Computational methods provide a 

direct way to calculate the PA; the error in the calculations is dependent on the level of 



www.manaraa.com

19 
 

theory and basis set used.  Previous studies using Møller-Plesset second order 

perturbation (MP2)16 theory have predicted PAs of small organic anions with errors on 

the order of 0.1 eV17,18,19,20,21.  Izgorodina, Forsyth, and MacFarlane probed the relative 

electron delocalization of anions using PAs calculated with the coupled cluster singles, 

doubles, and non-iterative triples (CCSD(T)) method and with the same atomic basis set 

used in the present work19.  The completely renormalized left eigenstate coupled cluster 

method with single and double excitations, plus non-iterative triples (CR-CC(2,3))22 is 

employed in the present study.  Previous studies have shown that the CR-CC(2,3) method 

has a computational cost that is comparable to that of CCSD(T) and is generally at least 

as accurate as CCSD(T). For systems in which there is significant diradical character 

(e.g., for single bond breaking processes), the CR-CC(2,3) method is considerably more 

accurate than CCSD(T)23. 

 The first ionization potential (IP) of an anion provides another test for theory and 

potentially another method to assess properties of ionic liquids.  Previous studies have 

reported direct measurements of the ionization potential of an anion using UV 

spectroscopy13,24,25.  One of the UV spectroscopy studies demonstrated that for the 

studied anions there is a negligible difference between the vertical and adiabatic 

ionization potential and concluded that the same would likely hold true in general13.  For 

this reason, only the vertical ionization potentials are presented here. For the PAs, both 

the geometries of the anion and the neutral species have been fully optimized.  

 Previous work in which calculated anion IPs are reported has focused on 

inexpensive semi-empirical and density functional theory (DFT) methods.  For example, 

Kita et. al. used MNDO and Koopmans Theorem to approximate the IPs of anions in 
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organic lithium salts26-27.  Ue, Murakami, and Nakamura found that using Koopmans 

theorem to approximate the vertical IP of anions using Hartree-Fock orbital energies 

overestimates the IPs by about 3 eV compared to adiabatic IPs calculated using DFT with 

the B3LYP functional and the 6-311+G(2d,p) basis set28-32.  Borodin and Smith reported 

that a large basis set with diffuse functions is necessary to reproduce anion IPs33.  A 

rigorous study by Johansson confirmed the results of Kita and Ue by calculating the IPs 

of a wide range of anions using semi-empirical methods, Hartree-Fock, and three DFT 

functionals34,35.  The present work addresses the computation of both Pas and IPs using 

post-Hartree-Fock methods. 

Computational Methods 

 All calculations were performed using the GAMESS22,36,37 software package. 

Both the MP2 and CR-CC(2,3) calculations employed the augmented correlation 

consistent triple zeta (aug-cc-pVTZ)38,39 basis set.  Geometries were determined by MP2 

geometry optimizations and confirmed as minima by calculating and diagonalizing the 

Hessian matrix of energy second derivatives.  Energy calculations at these optimized 

geometries for the anionic and neutral species were done with both CR-CC(2,3) and 

MP2.  The open shell energies were calculated using the restricted open shell Hartree-

Fock method with electron correlation obtained using CR-CC(2,3) and Z-averaged 

second order perturbation theory (ZAPT240) at the optimized geometry of the anion. The 

IP and PA are taken to be  

EIP = Eneutral − Eanion  

 



www.manaraa.com

21 
 

so that both the IP and PA are positive.  The zero point energy (ZPE) correction is not 

needed for the vertical IP calculations, but is included for the PA calculation using the 

frequencies calculated from the MP2 Hessian matrix. 

Results and Discussion 

 The anions studied in this work, chosen based on available experimental data and 

on their potential use in energetic ionic liquids, are dinitramide, dicyanamide, nitrate, 

perchlorate, azide, phosphinate, borohydride, cyanoborohydride, and dicyanoborohydride 

(Figure 1).  Table 1 compares the predicted and experimental PAs, both with and without 

the ZPE contribution, sorted in order of decreasing CR-CC(2,3) PA.  PAs predicted by 

both MP2 and CR-CC(2,3) are in reasonable agreement with the experimental values.  

MP2 and CR-CC(2,3) produce similar predicted PAs, because no open shell species are 

involved in the PA calculations. Azide is a special case, as the anion is linear while the 

protonated molecule is not. This results in a change in the rotational energy that is not 

included here17.  Table 2 presents the calculated and experimental IPs using the same 

ordering scheme as in Table 1.  For the anions for which experimental data are available, 

the CR-CC(2,3) IPs are considerably more accurate than are those predicted by MP2.  For 

the azide IP, the CR-CC(2,3) results are comparable to the multi-reference CASPT2 

method41. Tables 1 and 2 include previously reported calculated PAs for the nitrate, 

dinitramide, and dicyanamide anions and previously reported calculated IPs for the azide 

and percholate anions. The MP2/cc-pVDZ nitrate PA differs from experiment by 0.97 eV 

more than does the present work45, likely due to the use of a smaller basis set in the 

previous calculations. 
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 The calculated CR-CC(2,3) IP for ClO4- has a greater error relative to experiment 

than do the IPs for the other anions for which experimental data are available. The MP2 

ClO4- IP is similar to that predicted by CR-CC(2,3). The reason for the relatively poorer 

performance of CR-CC(2,3) for ClO4- may be attributed, at least in part, to the Jahn-

Teller effect that occurs in Td symmetry when the excess electron is removed. While the 

triply degenerate set of highest occupied molecular orbitals (HOMO) is fully occupied 

with six electons in the anion, the occupancy of the HOMO orbitals is only five electrons 

in the neutral, after the excess electron is removed. This occurrence is easily treated using 

state-averaged multi-configurational methods, but for single configuration-based 

methods, it is common to use a subgroup of Td, such as C2v, as was done with the B3LYP 

method in reference 42. The same subgroup approach was used for the MP2 and CR-

CC(2,3) calculations in the present work. The B3LYP IP for ClO4-  is in better agreement 

with experiment than are the values predicted by the ab initio methods used in the present 

work42. This is likely due to a fortunate cancellation of errors in the B3LYP 

calculations43,44. 

Conclusion 

 In this work, two methods were used to calculate the PAs and IPs for a set of 

anions to determine the accuracy and efficiency of both methods.  It has been 

demonstrated that both MP2 and CR-CC(2,3) produce PAs with similar accuracy 

compared to experiment. Therefore, the less computationally demanding MP2 method 

appears to be reliable for the prediction of ionic liquid PAs. For IPs, the CR-CC(2,3) 

method produces significantly more accurate values compared to experiment than does 

MP2. For most species studied, the CR-CC(2,3) method predicts IPs that are in good 
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agreement with the experimental values. However, for molecules that have degenerate 

frontier orbitals, such as ClO4-, it is important to use a multi-configuration reference wave 

function, in order to accommodate fractional orbital occupancy.  
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(1) (2) (3) 

(6) (5) (4) 

(7) (8) (9) 

Figure 1.  Optimized geometries of the anions presented in this work: 1) azide N3 2) 
phosphinate PH2O2 3) nitrate NO3 4) borohydride BH4 5) dinitramide N(NO2)2 6) 
dicyanamide N(CN)2 7) cyanoborohydride BH3CN 8) perchlorate ClO4 9) dicyanoboride 
BH2(CN)2 . 
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CHAPTER 3: AB INITIO INVESTIGATION OF CATION PROTON AFFINITY 

AND PROTON TRANSFER ENERGY FOR ENERGETIC IONIC LIQUIDS 

A paper submitted to be published in the Journal of Physical Chemistry A 

Caleb Carlin and Mark S. Gordon 

Abstract 

 The protonation of the anion in an ionic liquid plays a key role in the hypergolic 

reaction between ionic liquids and oxidizers like white fuming nitric acid.  To investigate 

the influence of the cation on the protonation reaction, the deprotonation energy of a set 

of cations has been calculated at the MP2 level of theory.  Specifically, guanidinium, 

dimethyltriazanium, triethylamine, N-ethyl-N-methyl-pyrrolidinium, N-ethyl-pyridinium, 

1,4-dimethyl-1,2,4-triazolium,  1-ethyl-4-methyl-1,2,4-triazolium, and 1-butyl-4-methyl-

1,2,4-triazolium were studied.  In addition, the net proton transfer energies from the 

cations to a set of previously studied anions has been calculated, demonstrating an 

inverse correlation between the net proton transfer energy and the likelihood that the 

cation/anion combination will react hypergolically with white fuming nitric acid.   It is 

suggested that this correlation occurs due to a balance between the energy released by the 

proton transfer and the rate of proton transfer as determined by the ionicity of the ionic 

liquid. 



www.manaraa.com

33 
 

 

Introduction 

 Originally reported independently by several researchers around the start of the 

1900s, research interest in ionic liquids, salts with melting temperatures below 100 °C, 

has grown exponentially since the development of customizable ionic liquids based on 

the pyridinium and imidazolium cations in 1975 and 1982 1,2.  In addition to the low 

melting temperatures, ionic liquids exhibit common properties including very low vapor 

pressures, high thermal stability, and the ability to solvate polar and non-polar 

molecules3.  Other properties such as viscosity, conductivity, density, and reactivity can 

be customized over a wide range of values via the choice of anion and varying the 

substituents on the cation4.  The ability to customize drives research into diverse 

applications such as green solvents in organic synthesis, media for nanostructure 

formation, electrolytes in batteries, and as energy dense fuels5.   

 Research into using ionic liquids for high-energy fuels has identified ionic liquids 

that spontaneously ignite on contact with strong oxidizers, a process called a hypergolic 

reaction6,7.  The ionic liquids that have been determined to react hypergolically either 

contain nitrogen rich anions that react hypergolically with white fuming nitric acid 

(WFNA) or boron containing anions that react hypergolically with WFNA and high-test 

peroxide (HTP)5,8,9.  However, it is not understood why some ionic liquids react 

hypergolically and others do not.  A previous paper that addressed the mechanism of 

hypergolic reactions between alkyl-multiamines and inhibited red fuming nitric acids 

reported that the ignition delay of the amines increases with increasing basicity of the fuel 

in contradiction to expectations based on energetics10.  Amine proton affinity as a 
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measure of basicity does not predict the order of ignition delay of the amine fuels, but 

does predict the hypergolicity of the amine with WFNA. The present work investigates 

the deprotonation energy of cations as part of an effort to identify a property of ionic 

liquids that accurately predicts whether the ionic liquid will react hypergolically with 

WFNA or HTP independent of relative ignition delay.  

 The ionic liquids under investigation for hypergolic fuels belong to the subset of 

protic ionic liquids, formed from the proton transfer from an acid to a base11.  The 

ionicity of protic ionic liquids in the condensed phase is not currently understood well 

enough to predict based on the composition of the ionic liquid alone.  High ionicity 

corresponds to a condensed phase ionic liquid comprised completely or almost 

completely of ions12.  The difference in the aqueous pKa of the cation and the anion has 

been used as a crude metric to predict high ionicity for ionic liquids with a net delta pKa 

greater than 10, but this measure does not predict a specific value for the ionicity13,14.  

Molecular dynamics simulations have been used to probe the ionicity of ionic liquids that 

contain large, organic anions such as bis(trifluoromethylsulfonyl)amide (Tf2N), but did 

not fully reproduce experimental results15,16.  The ionicities of ionic liquids have been 

experimentally determined by calculating the product of the effective conductivity and 

viscosity compared to that of the ideal case of KCl in accordance with the Walden Rule17.  

Experimental measurements of ionicity in ionic liquids employ the Walden Rule, the 

observation that the product of the specific ion conductivity and the viscosity of a liquid 

is equal to a temperature dependent constant17.  The ionicity is determined by plotting the 

natural log of the conductivity vs. the natural log of the viscosity and comparing the slope 

of the line created to the slope of the ideal case of KCl.  An improvement on the Walden 
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Rule based on the Nernst-Einstein equation takes into account the size of the ions in the 

liquid and has been shown to provide more accurate results12.  An experimental study of 

N-methylpyrrolidine with acetic acid and dimeric acetic acid chains shows an increase in 

the ionicity of the ionic liquid as the concentration of dimeric acetic acid (proton affinity 

6.99 eV) increases relative to that of acetic acid (proton affinity 8.54 eV)13.   A 

comparison of the measured ionicities of lithium-triglyme based ionic liquids for the 

anions trifluoroacetate, nitrate, triflate, borotetrafluoride, perchlorate, and Tf2N with the 

gas phase proton affinity of each anion shows a general correlation between increasing 

proton affinity and decreasing ionicity, although there are exceptions to the trend for 

anions that have similar proton affinities18.  Less is known about the role that the cation 

plays in determining the ionicity of ionic liquids.  Experimental measurements have 

shown no correlation between the size of the cation and the viscosity of the ionic liquid, 

though varying the alkyl chain length and the composition of the substituents does impact 

the ionicity and viscosity12,16.   

  The exact reaction pathway of the hypergolic reaction for protic ionic liquids is 

not known, however the evidence indicates that the protonation of the anion plays a key 

role in determining which ionic liquids react hypergolically.  The standard test for a 

hypergolic reaction involves releasing a droplet of fuel into a cuvette containing the 

oxidizer as represented in Figure 119.  High-speed photography of the drop test of 1-ethyl-

3-methyl-imidazolium dicyanamide and WFNA has shown that following the contact 

between the oxidizer and ionic liquid, a vigorous reaction in the condensed phase ejects 

droplets into the vapor phase where the ignition occurs.  The exothermic transfer of the 

proton from the acid to the dicyanamide has been identified as the first step in the 
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hypergolic reaction7.  Repeating the drop test with sodium dicyanamide confirms that the 

proton transfer occurs between the acid and the anion20.  Based on the experiments on 

dicyanamide based ionic liquids, it is anticipated that the proton affinity of the anion is 

the dominant factor in determining how much energy is released during the proton 

transfer step of the reaction.  In contrast, the ionicity of an ionic liquid is dependent on 

both the anion and cation.  One therefore might expect that the difference between the 

proton affinities of the anion and the conjugate base of the cation would provide a more 

accurate method of predicting ionicities than just the proton affinity of the anion alone.  

Analysis of the droplets in the vapor phase by Fourier transform infrared spectroscopy 

shows no presence of the protonated dicyanamide, evidence that the reaction progresses 

beyond the proton transfer step entirely in the condensed phase19.  Due to the rapid and 

vigorous nature of the start of the hypergolic reaction, computational methods provide an 

effective way to probe the reaction prior to the formation of the vapor phase. 

 Because of the considerable variety of combinations that result from varying the 

substituents on the cation, the subset of cations for which experimental proton affinities 

are available is small.  Of the cations in the present study, only the unsubstituted 

guanidine and triethylamine have previously reported experimental or computed proton 

affinities to use for comparison.  The compendium work of Hunter and Lias used a 

combination of relative ordering of gas phase basicity and a known proton affinity of a 

representative molecule to predict the proton affinity of other organic molecules21.  

During the mid-1970s, two measurements of the proton affinity of triethylamine using 

ion cyclotron resonance spectroscopy were reported; the difference between the two 

values is 5.49 kcal/mol22,23.  The proton affinity of guanidine was calculated by a 
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combination method in which the optimized geometry and zero point energies (ZPE) 

were calculated using Hartree-Fock (HF) and a small basis set, 6-31G(d). Then, the total 

energy at the optimized geometry was calculated using M∅ller-Plesset second order 

perturbation (MP2)24 theory with a larger basis set, 6-311+G(d,p)25.  This multilevel 

approach is similar to the method used in the present study with the exception that a 

single basis set is used throughout. 

 In previous work by the present authors, the ionization potential and proton 

affinity of anions of interest in developing hypergolic ionic liquid fuels were calculated26.  

The results show a general inverse correlation between anion proton affinity and 

ionization potential, with three exceptions.   Nitrate and dicyanamide have ionization 

potentials that are less than would be predicted by the trend and phosphinate has an 

ionization potential that is greater than would be predicted by the trend.  It was also 

concluded that MP2 proton affinities are similar to those predicted by the coupled cluster 

methods CCSD(T)27 and CR-CC(2,3)28,29.  Maksic and Kovacevic showed that 

calculating the change in total energy using MP2 and applying the ZPE correction from 

frequencies calculated at the Hartree-Fock level of theory can accurately reproduce 

experimental proton affinities of large systems25.  The present work complements the 

previously published anion results26 by calculating the deprotonation energy of cations 

that form energetic ionic liquids with the previously studied anions. 

Methods 

All calculations were completed with the GAMESS software package30,31 using the 

augmented correlation consistent triple zeta (aug-cc-pVTZ) basis set32,33.  Optimized 
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geometries for all cations and neutral molecules were calculated at the HF and MP2 

levels of theory.  To determine the lowest energy deprotonation energy for the cations, 

the process was repeated for each symmetrically distinct proton on the cation.  To 

confirm that optimized geometries are minima, the analytic Hessian was calculated and 

diagonalized for all final HF geometries, and the HF and MP2 geometries were 

compared.  The zero point energy calculated from the HF Hessian is included in the 

calculation so that the deprotonation energy is given by equation 1.  

EDP = EC
MP2 − E

HC+
MP2 + (EZPE ,C

HF − E
ZPE ,HC+
HF )       (1) 

The net reaction energies of the proton transfer reaction were calculated by finding the 

difference in changes in energy based on equation 2, in which A is the anion,  

         (2) 

C is the deprotonated cation, and H is the proton.  Proton affinities of the anions were 

taken from previous MP2/aug-cc-pVTZ calculations26.   

Results and Discussion 

 The cations, chosen for this study are (See Figure 2) guanidinium (Guan), 

dimethyltriazanium (DMT), triethylamine (TEA), 1-ethyl-1-methylpyrrolidinium 

(EMPyrr), 1-ethylpyridinium (EPyr), 1,4-dimethyl-1,2,4-triazolium (MMTZ), 1-ethyl-4-

methyl-1,2,4-triazolium (EMTZ), and 1-butyl-4-methyl-1,2,4-triazolium (BMTZ).  Table 

1 compares the calculated HF and MP2 deprotonation energies in eV, along with the 

available reported experimental deprotonation energies.  For each cation, the location of 



www.manaraa.com

39 
 

the proton that has the smallest deprotonation energy (SDE) is given in the column 

labeled "Position" in Table 1.  For triethylamine and guanidinium, the average absolute 

difference in deprotonation energy between the previously reported values and the MP2 

energies, 0.119 eV and 0.064 eV respectively, is considerably less than the average 

absolute difference for HF, 0.217 eV and 0.342 eV respectively, as expected.  In all cases 

the SDE position is the same for HF and MP2, except in the case of 1-ethylpyridinium. 

 The net proton transfer (NPT) energies from cation to anion are presented in 

Table 2 using the MP2 cation deprotonation energies in Table 1 and the anion proton 

affinities in Table 326.  The columns in Table 2 are arranged in order of decreasing proton 

affinity from left to right. The NPT energies also decrease from left to right in accordance 

with equation 2.  The average NPT energy for each anion, determined by averaging the 

NPT energy of all combinations of the anion with the cations included in this work, is 

given in the last row in Table 2.  Of the four anions with the smallest average NPT 

energy, dicyanamide and dicyanoborohydride have been shown to react hypergolically 

with WFNA for a wide range of cations5.  Cyanoborohydride has also been shown to 

react hypergolically with WFNA for some cations, but is not as thoroughly tested because 

the ionic liquids are hygroscopic34.  Of the four anions with the largest average NPT 

energy, azide, phosphinate, and nitrate form ionic liquids that either do not react 

hypergolically or exhibit very long ignition delays6.  This result matches the positive 

correlation demonstrated for monomolecular fuels by McQuaid that ignition delays 

increase in direct proportion with the proton affinity, including a lack of ignition for the 

largest proton affinities10.   
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 Conventional understanding might predict that the more energy released by the 

protonation of the anion, the more total energy that is available to drive the hypergolic 

reaction to a faster ignition. Such a conclusion, however, disagrees with multiple studies, 

including the present work.  A resolution of this apparent contradiction is suggested by 

the nature of ionic liquids. Ionic liquids as a class of compounds are characterized by 

smaller ion-ion interactions than traditional salts and greater intermolecular interactions 

than neutral organic mixtures.   Ionic liquids, then, are in an interaction energy “sweet 

spot” in that they behave neither like a traditional high-temperature melting salt nor like 

an organic liquid composed of neutral molecules.  Therefore, it is suggested that ionic 

liquids that react hypergolically have a NPT energy and ionicity that maximize the total 

energy released in the early steps of the reaction, instead of maximizing the energy 

released in each individual proton transfer.  If one interprets the ionicity as a measure of 

the fraction of the bulk ionic liquid that exists as ions at equilibrium, an ionic liquid with 

low ionicity has fewer anions available for proton transfer than does an ionic liquid with 

high ionicity.   An ionic liquid with a very large NPT energy and low ionicity releases an 

insufficient amount of energy in a short enough time to facilitate the hypergolic reaction, 

because the rate of proton transfers to the anions is too low due to the low concentration 

of anions in the ionic liquid.  An ionic liquid with a very small NPT energy and high 

ionicity similarly fails to release enough energy to facilitate the hypergolic reaction, 

because the rate of proton transfers is high but the energy released by each proton transfer 

is too small.  Thus, ionic liquids that react hypergolically should have NPT energies and 

ionicities that fall within a range of values such that the rate of proton transfers multiplied 

by the energy released by each proton transfer is sufficient to facilitate the hypergolic 
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reaction.  None of the ionic liquids included in the present work represent the case for 

which the NPT energy is too small. Examples of ionic liquids (e.g., N-

methylpyrrolidinium acetate) have been reported in the literature13 that do not react 

hypergolically, and have NPT energy values that are much lower than those of the ionic 

liquids in the present study.  Perchlorate provides an exception to the proposed 

explanation, because the perchlorate average NPT energy of -2.17 eV lies between those 

of dicyanamide (-2.47 eV) and dicyanoborohydride (-1.10 eV), but does not readily form 

ionic liquids that react hypergolically.  Thus it is concluded that for an ionic liquid to 

react hypergolically, it is necessary but not sufficient to have a NPT energy and ionicity 

within a specific range of values such that the proton transfer to the anion releases 

enough energy at a fast enough rate to facilitate the hypergolic reaction. 

 Future work to confirm the conclusion in this paper will rely on increasing the 

available experimental data regarding the sets of ionic liquids for which the NPT energy, 

the ionicity, and hypergolic reactivity with WFNA are known.  At present, the observed 

trend between proton affinity, NPT energy, and hypergolic reactivity appears to be 

general, but might only apply to the subset of ionic liquids represented in the present 

study.  However, a very recent paper by Vogl and co-workers, published35 while the 

present work was under review, demonstrates the importance of the cation and the cation 

structure in determining properties of protic ionic liquids. Of course, it is possible that the 

proton equilibrium constant analogous to the pKa but determined in the anhydrous ionic 

liquid environment will be a more accurate predictor of ionicity than the proton affinity 

of the anion or the NPT energy.  The reason this may be the case is that the NPT energy 
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is a gas phase property and does not include the intermolecular interactions that are 

present in the liquid phase where the proton transfer occurs. 

Conclusion 

 In this paper, the calculated deprotonation energies of selected ionic liquid cations 

of interest are presented as well as the net energies for the proton transfer reaction 

between the cations in the present work and anions that were previously studied.  The 

deprotonation energies show little variance, with slightly higher energies for the cations 

with cyclic structures.  Ordering the ionic liquids investigated by decreasing average NPT 

energy illustrates a separation between ionic liquids that have large NPT energies and do 

not react hypergolically and ionic liquids that have small NPT energies and do react 

hypergolically.  It is proposed that the trend in NPT energies and reactivity is determined 

by the need to balance ion concentration in the ionic liquid and the energy released by the 

protonation of the anion. This suggestion is supported by the recent paper by Vogl etal.35 
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Table 2: Net energy change of proton transfer reaction in eV 

  N3- PH2O2- BH4- NO3- N(NO2)2- N(CN)2- BH3CN- ClO4- BH2(CN)2- 

DMT -3.42 -3.28 -3.26 -3.04 -2.49 -2.35 -2.18 -2.05 -0.98 

TEA -4.34 -4.20 -4.18 -3.96 -3.41 -3.27 -3.10 -2.97 -1.90 

EMPyrr -2.51 -2.37 -2.34 -2.12 -1.57 -1.44 -1.26 -1.13 -0.06 

EPyr -3.07 -2.93 -2.91 -2.69 -2.14 -2.00 -1.83 -1.70 -0.63 

Guan -4.24 -4.10 -4.08 -3.86 -3.31 -3.17 -3.00 -2.87 -1.80 

MMTZ -3.64 -3.50 -3.48 -3.25 -2.71 -2.57 -2.40 -2.27 -1.19 

EMTZ -3.57 -3.43 -3.41 -3.18 -2.64 -2.50 -2.32 -2.20 -1.12 

BMTZ -3.56 -3.42 -3.40 -3.18 -2.63 -2.49 -2.32 -2.19 -1.12 

Average -3.55 -3.41 -3.38 -3.16 -2.61 -2.47 -2.30 -2.17 -1.10 
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Table 3. Calculated Proton 
Affinities of Anions in eV26 

Anion MP2 

N3- 14.355 

PH2O2- 14.215 

BH4- 14.193 

NO3- 13.969 

N(NO2)2- 13.422 

N(CN)2- 13.284 

BH3CN- 13.110 

ClO4- 12.981 

BH2(CN)2- 11.908 
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Figure 1. Select images of hypergolic reaction of ethyl-methyl-imidazolium dicyanamide 

and WFNA.  (1) Droplet of fuel released above WFNA.  (2) Vigorous reaction occurs at 

fuel/oxidizer interface, generating vortices in the oxidizer.  Proton transfer to 

dicyanamide occurs here. (3) Aerosolized droplets are ejected into the vapor phase. (4) 

Ignition occurs in the vapor phase.  Images taken from reference 19.  
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Figure 2.  Optimized geometries of cations presented in this work.  Labels 

denote the symmetrically distinct protons that were tested to determine the 

lowest deprotonation energy for each cation. 
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CHAPTER 4: FULLY QUANTUM MECHANICAL MONTE CARLO METHOD 

A paper to be submitted to the Journal of Computational Chemistry 

Caleb Carlin and Mark S. Gordon 

 

Abstract 

 A Metropolis Monte Carlo (MMC) method that completely incorporates quantum 

mechanical (QM) methods is presented.  The QM/MMC method supports fully ab initio 

methods as well as the fragment molecular orbital and effective fragment potential 

methods.  Support for preserving chemical bonds between Monte Carlo groups and 

internal flexibility within Monte Carlo groups is included, with the introduction of pair 

binding and a secondary Monte Carlo implementation.  The QM/MMC method was 

applied to locating the minimum energy structures of five methanol clusters and the 

minimum energy structure of n-octadecane, a large molecule that was internally 

fragmented.   

Introduction 

 Nearly seven decades after the introduction of the Monte Carlo Method (MC)1, 

the method remains an important tool in studying complex systems to determine global or 

low lying minima on potential energy surfaces and for use with methods for which 

analytic gradients are not available.  Based on the older and broader technique of 

statistical sampling, the MC method introduces formalism for randomly sampling a 

system so that the set of data points sampled has a known distribution2.  The 

development and application of the MC method to ever more complex and larger systems 

has paralleled the development of faster computers capable of performing the nearly 

countless calculations required.  Far from the first calculations of neutrino interactions on 
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the analog computer FERMIAC2, today fully ab initio quantum mechanical (QM) 

calculations are commonplace and should be suitable for use with MC simulations. 

 Central to the use of MC methods in chemistry is the Metropolis Monte Carlo 

(MMC) method and the use of Markov Chains.  The Markov Chain stochastic model 

describes systems for which the state at any given point is dependent only on the previous 

state of the system.  For MMC, each sampled data point or step is determined by 

perturbing the state of the previously sampled data point3,4.  Unlike other MC methods in 

which the value of each sample is weighted to match an intended distribution, in the 

MMC approach the probability of accepting or rejecting each new data point is weighted 

based on the property being minimized, generally the energy, between the current and 

previous data points.   The set of data points is a distribution based on the choice of 

weighting.  The most common choice of weighting for chemistry applications is the 

Boltzmann factor5. 

 Most classical MMC simulations are performed with generalized classical force 

fields like AMBER6-10, OPLS11-14, and CHARMM15-17 that are implemented in software 

packages including AMOEBA18-19, TINKER18, BOSS19, Cassandra20, and RASPA21.  

Efforts to extend MMC beyond classical potentials have included hybrid combinations of 

classical and quantum calculations22-23, semi-empirical methods24-25, and efficient course 

grained potentials26. The effective fragment potential (EFP) method27, a sophisticated 

model potential derived directly from quantum mechanics, has also used the MMC 

method successfully to obtain local and global minima for liquids and liquid 

mixtures28,29. The EFP method, implemented in GAMESS, is a semi-classical model 

based on quantum mechanics (QM), with no empirically fitted parameters, that was 
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designed to examine intermolecular interactions, including solvent effects27,30-32.  The 

EFP method has been applied successfully to a wide range of problems, including the 

solvation of ions33,34, the interactions of nucleotide base pairs35, and water-alcohol28,29,36 

mixing.   

 To date, few fully QM MMC implementations, and no entirely ab initio 

implementations to the authors’ knowledge, have been reported. Notably, the dynamic 

nucleation theory Monte Carlo (DNTMC)37 method does employ quantum mechanics via 

a fragmentation approach. Computer capabilities have increased and methods have been 

developed to reduce computational costs such that a fully ab initio MMC method, as well 

as a fragmentation method, is viable, as presented in this work. The fragment molecular 

orbital (FMO) method, also implemented in GAMESS, is designed to study large 

molecular systems, like proteins and liquids, with accurate electronic structure methods. 

The FMO method38,39 divides a molecule into fragments (monomers) in a manner that 

allows the calculations of each fragment to be performed on a separate node or group of 

nodes, thereby making the method highly parallel40.  In the FMO method the electron 

density of each monomer is obtained iteratively within either the Hartree-Fock (HF) or 

density functional theory (DFT) approach. The monomer electron density can then be 

used to calculate monomer-monomer (dimer) or trimer interactions or monomer-EFP 

interactions, as well as to add electron correlation to a HF calculation.  If explicit dimer 

(trimer) interactions are included, the method is called FMO2 (FMO3). In this paper, 

molecular species that are treated by fully ab initio methods (i.e., not FMO or EFP) are 

described as fully ab initio (FAB).  Subsets of FAB molecules are called groups here to 

distinguish them from FMO or EFP fragments. A set of atoms that are collectively 
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perturbed during a single step of the Monte Carlo search will be referred to as a unit, 

whether it is an EFP or FMO fragment or an FAB group. 

 

 In the previous implementation of MMC in GAMESS,41 each step in the Markov 

Chain permitted only movement of the (internally rigid) EFP units.  Except for full 

geometry optimizations at various stages of the simulation, QM units were held fixed or 

at most limited to short perturbations of each QM atom as part of an EFP translation step.  

The translation and rotation of EFPs in an MMC simulation were separated into different 

steps so that no single step included both translations and rotations.  The separation of 

translations and rotations has been shown to decrease the number of steps necessary to 

locate minima on the potential energy surface42,43.  All changes in the MMC portion of 

GAMESS have been made to maintain backward compatibility with previous versions of 

the program. 

 In this work the capabilities and limitations of the new method are presented in 

the context of two test cases.  MMC with simulated annealing is used to locate minima of 

a five-methanol cluster using the EFP, FMO, and FAB methods to compare the 

computational cost and accuracy of each method.  To test the application of MMC to 

large, internally fragmented molecules, an MMC search is performed on n-octadecane 

starting from the all-trans conformation.   

 A cluster of five methanol molecules provides a second useful test case for the 

MMC method. Previous second order perturbation theory (MP2), DFT and classical force 

field studies of the methanol pentamer have predicted that the global minimum is a five 

member ring that involves hydrogen bonding of the five OH groups44-46.  Other minima 
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that incorporate three and four member rings with branching methanols have also been 

identified.   

 Studies of long chain alkanes have determined that as the number of carbon atoms 

in the chain increases, the lowest energy conformation changes from the all-trans 

conformation to a folded conformation.  The transition between the two types of 

conformers occurs in the gas phase at n-octadecane (OD), which adopts a global 

minimum energy conformation that is neither fully extended nor tightly folded41-43.  A 

combined experimental and theoretical study of OD using jet spray Raman spectroscopy 

and a systematic variation of torsional angles to determine minima confirms the 

transitional nature of OD in that neither the straight chain nor hairpin folded conformers 

are minima47.  A configurational-biased Monte Carlo study of OD in water and 

acetonitrile using a united-atom force field found that OD has an average end-to-end 

distance of 17 Å, compared to an end-to-end distance of 21 Å that would be expected for 

the all-trans conformation48.  An investigation of OD in the gas phase and solvated in 

water found minimal differences between the free energy surface of the isolated and 

solvated ODs, suggesting that the results of solvated OD are applicable for gas phase 

OD49.  The partial folding of OD in the gas phase is a good test case for MMC, as it is a 

large molecule with internal flexibility. 

Fully QM Monte Carlo 

 The MMC implementation fully incorporates QM atoms, EFP fragments, and 

combinations thereof in all aspects of the MMC method (QM/MMC) with support for 

DFT, HF, and post HF methods.  For multi-reference methods, one must use care to be 
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sure that active spaces are consistent across the swath of a potential energy surface 

sampled during a QM/MMC simulation.  

 Incorporating FAB and FMO into the MMC method facilitates the study of 

chemical systems that have been considered to be too expensive to treat with QM 

methods that necessitate the calculation of gradients, and sometimes Hessian matrices. 

The QM/MMC method introduces the possibility to model macromolecules by creating 

fragment subsystems, each of which can be calculated nearly independently of the others. 

Internally fragmented molecules have bonds connecting the fragments that must be 

maintained during the course of the MMC search.  Processes like molecular dynamics 

simulations and geometry optimizations move the atoms based on the gradient of the 

potential energy, ensuring that movements that break bonds in a non-physical way are 

excluded.  Movements in MMC searches are independent of the potential energy surface, 

and there is no expectation that two units that are chemically bonded to each other will 

remain so during the course of the QM/MMC search, unless the bond energy is large 

enough that any step that breaks the bond is guaranteed to be rejected based on the 

temperature of the system. To address the issue of non-physical bond breaking, an option, 

called ‘pair binding’, has been implemented to limit the absolute distance between pairs 

of atoms of different FMO or FAB units.  Pair binding is a constraint placed on two 

atoms in different units (e.g., fragments), such that any MMC step in which the two 

atoms are separated by an absolute difference that is greater than the cut-off is rejected.  

In this way the chemical bonding structure is maintained while imposing a minimal 

constraint on the possible configurations of the units.  
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Pair binding modifies the MMC method in three ways: the separation test, the 

locus of rotation, and the propagation of movement.  The separation test occurs 

following each translation step involving a pair bound unit and before the energy of the 

system is calculated.  The distance between the two pair bound atoms is calculated, and if 

the distance is greater than the specified cut-off, then the MMC step is rejected. The 

default cut-off distance is 105% of the sum of the covalent radii of the pair bound atoms.  

Ordinarily, a rotation is centered on the coordinate center of the moving unit.  For pair 

bound units, all rotations are centered on one of the pair bound atoms in the unit that is to 

be moved in an MMC step.  The propagation of movement occurs when three or more 

units are pair bound together to form a network of pair bound units.  To illustrate, 

consider an example system (Figure 1) of four units labeled A, B, C, and D, such that B is 

pair bound to A, C, and D through the atoms BA, BC, and BD, respectively.  If B is 

selected to be moved as part of an MMC step, then one of the atoms (BA, BC, or BD) is 

randomly chosen to be the anchor atom; BA is chosen in Figure 1.  For a translation, the 

movement is applied to B and the separation test occurs between B and the unit pair 

bound to the anchor atom (A).  If the move passes the separation test, the translation is 

applied to all units in the network that are pair bound to B, either directly or indirectly, 

except those connected through the anchor atom.  The translation is applied along each 

branch of the network until a terminal unit is reached, and the process continues from the 

most recent branching point.  The result in the example case is that B, C, and D all 

undergo the same translation and A does not move.  For a rotation, the anchor atom is the 

locus of rotation and the movement is propagated in the same way as for a translation.  

Thus B, C, and D are rotated by the same angle around BA, and A again remains 
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unmoved.  While designed for modeling large molecules that are internally divided into 

FMO fragments, the pair binding option works with FMO and FAB units and can be 

applied to the challenge of introducing internal flexibility of groups into the MMC 

search. 

 Movements in the MMC method are limited to moving rigid units, thus excluding 

internal relaxation from the phase space of configurations to be sampled.   To introduce 

internal relaxation into the process, two options are implemented in the QM/MMC 

method: the secondary Monte Carlo search (SMC) and fragmentation of FAB groups 

with pair binding.  As diagrammed in Figure 2, the SMC search occurs during the MMC 

simulation, between the movement step and the energy calculation step.  Holding the rest 

of the system immobile, the atoms within the unit that is being moved are translated one 

at a time by a default maximum displacement of 0.6 Å.  If the unit being moved is pair 

bound to another unit, then the pair bound constraint is applied after all SMC steps.  After 

each atom is moved, the total energy of the entire system is calculated and the translation 

of the atom is accepted or rejected by the normal MMC process.   This process is 

repeated the number of times specified by the user; then, the lowest energy configuration 

of the unit is used to determine whether to accept or reject the new configuration as part 

of the main MMC search.  There are two factors that potentially limit the utility of 

applying the SMC method. First, since each step of the SMC search requires calculating 

the total energy of the system, the number of energy calculations for an MMC search 

with SMC is the number of MMC steps times the number of steps in each SMC.  

Therefore, even a modest number of SMC steps can increase the total cost of the 

simulation by an order of magnitude.  To address this, a cut-off temperature can be 
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specified below which an SMC search is initiated.  Second, since the coordinates that are 

generated at the end of an SMC step correspond to the lowest energy configuration 

located during the SMC step, a bias would be introduced into the probability distribution 

of states if those coordinates are used. Then, the set of accepted steps would no longer 

form a statistically valid ensemble. Therefore, if an SMC search is used, one must 

employ the option of using the last accepted configuration from the SMC, not the lowest 

energy configuration. 

 Another way to introduce internal flexibility into a unit in the QM/MMC method 

is to combine the pair binding option with careful fragmentation of the FAB molecules.  

As the choice of how to group a molecule into FAB groups does not affect the calculation 

of the total energy, the choice of grouping is arbitrary.  Assigning each atom to a separate 

group corresponds to full degrees of internal flexibility.  Alternatively, the choice of 

grouping can be such that only the degrees of internal flexibility of interest are permitted 

by setting the portions of the molecule that are allowed to move with respect to each 

other into different groups.  The approach of internal flexibility by constrained internal 

fragmentation can also be done using the FMO method, but care should be taken because 

electrons in a fragmented molecule are assigned and confined to a fragment in the FMO 

method, which may result in the electrons being artificially localized in the molecule. The 

cost scaling of fully ab initio methods provides a practical limit on the size of the system 

that can be studied with this method.  In addition, the number of steps in the QM/MMC 

search needs to be increased in proportion to the increase in degrees of freedom that 

results from the introduction of internal flexibility. 
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Computational Methods 

Methanol clusters 

The following steps were completed on the methanol cluster using the EFP, FMO, and 

FAB methods with the GAMESS software package50,51. FMO and FAB energies were 

calculated at the HF/6-31+G(d,p) level of theory.  Each MMC unit consisted of a single 

methanol molecule that was held internally rigid.  A single temperature MMC search was 

carried out for 10,000 steps at 20,000 K from randomly generated cluster geometries. The 

five lowest energies from the accepted configurations in the single temperature search 

were chosen by excluding low energy configurations that were within five MMC steps of 

a lower energy configuration to improve the diversity of the sampling.  Each 

configuration was used as the starting point of a simulated annealing MMC search that 

decreased in temperature from 20,000 K to 270 K over 40 temperature changes and a 

total of 50,000 steps.   All MMC calculations were performed within a cube shaped 

boundary that ensured that the cluster did not dissipate at high temperatures. The 

dimensions of the cube were chosen so as to not interfere with the simulation beyond 

stopping dissipation.  Geometry optimizations were performed on the lowest energy 

configurations from the MMC searches at the HF/6-31+G(d,p) level of theory.  The fully 

optimized geometries were confirmed as minima by calculating and diagonalizing the 

Hessian matrix to test for the presence of imaginary frequencies. 

 A variation on the nomenclature of Boyd and Boyd46 is used in this work to 

characterize the methanol clusters.  Cluster configurations in which three or more OH 

groups form a hydrogen bonded ring structure are labeled X+Y, where X is the number of 
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methanol molecules involved in the ring structure and Y is the number of methanol 

molecules that form branching structures adjacent to the hydrogen bonded ring.  For 

example, a cluster with five methanol molecules that are all part of the ring is labeled as 

5+0.  The same cluster with a single methanol in a branching position and not in the ring 

is 4+1.  Clusters that do not form a ring, but instead form a chain of hydrogen bonded OH 

groups are labeled "chain".  Clusters are classified by visual inspection using 

MacMolPlt52 to visualize the cluster configurations. 

Octadecane 

The minimization of n-octadecane was accomplished by performing a series of single 

temperature MMC searches with restricted branching.  The initial configuration was 

taken be the fully elongated carbon chain, obtained starting from the optimized structure 

of hexane.  Each carbon atom and the hydrogen atoms directly bonded to that carbon 

were grouped together, with pair binding constraints added between each set of adjacent 

carbon atoms with the default max separation value of 1.62 Å. Starting with the fully 

elongated all-trans configuration, an initial MMC search was completed at 10,000 K.  

The two lowest and highest accepted energy configurations from the initial MMC search 

were used as the starting configurations for three MMC searches at 8,000 K, no two 

configurations coming from adjacent steps in the same search. The highest accepted 

energy configuration from the initial MMC search is used in the second generation of 

MMC searches to ensure that the subsequent MMC searches are not limited to sampling 

configurations near the all-trans initial configuration.  The five lowest energy 

configurations of all three second generation MMC searches were used as the starting 
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configurations for five MMC searches at 6000 K.  Each MMC search included 20,000 

steps and the energy was calculated at the MP2/6-31G level of theory53-57. 

Results 

Methanol Clusters 

 The relative energies and cluster conformations of the five lowest energy 

configurations located with each method via QM/MMC and subsequent geometry 

optimizations are presented in Table 1.  For comparison, the local minima reported by 

Boyd and Boyd46 at the B3LYP/6-311+G(d,p)//B3LYP/6-31G(d) level of theory, 

corresponding to the 5+0, 4+1, and 3+2 conformers, are included in Table 1. The five 

EFP MMC searches located the 4+1 conformer and four 5+0 conformers shown in Figure 

3.  Following the MMC searches, the EFP geometries were fully optimized, yielding four 

unique configurations.  The lowest energy FAB QM/MMC configurations (Figure 4) 

include three 5+0, one 4+1, and one 3+2 conformers in order of increasing energy, in 

agreement with the previously published DFT conformers.  The three 5+0 FAB 

conformers all optimize to the global minimum, while the 3+2 conformer optimizes to a 

chain conformation.  The FMO QM/MMC simulations failed to locate any configurations 

with identifiable ring structures, instead forming the elongated hydrogen bonding 

structures or non-hydrogen bonded diffuse clusters.  Four of the five FMO QM/MMC 

conformers optimize to the same 5+0 conformer that corresponds to the global minimum 

of the methanol pentamer.  The remaining conformer optimizes to a chain conformer. 

The failure of the FMO QM/MMC method to locate configurations that are close to the 

fully optimized DFT geometries may be a product of the random nature of the Monte 
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Carlo method; a more extensive FMO QM/MMC search is likely to produce 

configurations closer to the predicted minima.  

Octadecane 

 The energies and end-to-end distances of the lowest energy configurations located 

using a QM/MMC search on n-octadecane with no constraints except for the pair binding 

constraint on the maximum separation between carbon atoms are presented in Table 2.  

As one would expect, there is a large decrease in the energy as the temperature decreases. 

Also, the end-to-end length decreases from 10,000K to 8,000K, and then increases at 

6,000K to 19.4 Å compared to the previously reported minimum end-to-end distance of 

17 Å.  The geometries in Figures 6 show the extent of folding of the n-octadecane chain 

at the three temperatures.  The initial MMC search at 10,000 K distorts the alkane chain 

away from the elongated starting configuration.  The second set of MMC searches at 

8,000 K further folds the chain toward the tightly folded state. The lowest energy 

configurations from the 6,000 K search show a decrease in bond angles and a smoother 

arc in carbon chain than at the previous temperatures. Based on the large energy 

difference between the initial configuration and the lowest energy configuration that was 

located using QM/MMC, the all-trans initial geometry used in this work may not be the 

best choice.  Since the QM/MMC search produced a configuration that is close to the 

partially folded global minimum of octadecane, and then returned to a less folded 

structure, it is likely that the starting temperature was not high enough, or the high 

temperature simulations were not long enough, to get to the global minimum structure. 

Still, the efficacy of the QM/MMC method for exploring the potential energy surface of 
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large, internally fragmented molecules with the minimal a priori constraint on the system 

has been demonstrated. 

Conclusion 

 A QM/MMC method has been implemented for fully ab initio and fragment 

molecular orbital calculations, as well as the effective fragment potential method. In 

addition, the pair binding constraint has been introduced as a means of conserving 

chemical bonds during the MMC search by constraining only the maximum distance 

between pairs of bonded atoms.  The secondary-Monte Carlo method was presented as a 

means of introducing internal molecular flexibility during the MMC search by 

performing a Monte Carlo search on the atoms within a unit, when the unit is moved as 

part of the primary MMC search.  To demonstrate the QM/MMC method, the results of 

MMC searches were performed on the methanol pentamer using the EFP, FMO, and 

FAB methods, with predicted structures that are consistent with those reported 

previously.   

The folding of n-octadecane from the elongated, all-trans conformer to the partially 

folded global minimum was used as a test case for pair binding an internally fragmented 

molecule.  Although the extent of the QM/MMC simulations was not sufficient to find 

the folded global minimum, the method did successfully move away from a fully 

elongated state to a randomly distributed state and then toward the partially folded state 

of the global minimum without loss of chemical bonds or external biasing.  The 

QM/MMC method provides variety of tools for investigating chemical systems for which 

QM accuracy is necessary but the computational cost would otherwise be too expensive. 
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Figure 1.  Effect of MMC movements on three or more fragments that are pair bound 

to each other.  (1) Units A, C, and D are pair bound to unit B (solid circles) at the atoms 

BA, BC, and BD, (dashed circles) respectively. (2) Translation of B with anchor atom BA 

is propagated so that B, C, and D undergo the same translation. (3) Rotation of B 

around anchor atom BA is propagated such that B, C, and D rigidly rotate around BA. 
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Figure 2. Flowchart of steps taken during the secondary Monte Carlo search.   
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Figure 3. Unique optimized geometries starting from lowest energy 

configurations located with five EFP QM/MMC searches of methanol 

pentamer.  Dotted lines added to emphasize connection.  Pentamer labels 

correspond to entry numbering in Table 1. 
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Figure 4. Unique optimized geometries starting from lowest energy configurations located 

with five FAB QM/MMC searches of methanol pentamer.  Dotted lines added to emphasize 

connection. Pentamer labels correspond to entry numbering in Table 1. 
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Figure 5.  Unique optimized geometries starting from lowest energy configurations located 

with five FMO QM/MMC searches of methanol pentamer.  Dotted lines added to emphasize 

connection. Pentamer labels correspond to entry numbering in Table 1. 
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Figure 6. Lowest energy configurations of n-octadecane from MMC searches with 

listed temperature and end-to-end distance (De-e) showing partially folded structure.  

Initial all-trans configuration included for reference. 
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CHAPTER 5: RATIO-OF-STATES MONTE CARLO METHOD 

Caleb Carlin and Mark S. Gordon 

 

Abstract 

 Accurately calculating the equilibrium constant of a reaction that occurs in bulk 

liquid using quantum mechanical methods poses a significant challenge and cost.  A new 

method is presented based on the Metropolis Monte Carlo method, called the ratio-of-

states method, for the calculation of equilibrium constants in solvated systems.  The 

anionic system of H2S and NH3 with an excess electron is tested using the ratio-of-states 

method to determine the impact of the choice of state sorting criteria, temperature, and 

starting configuration on the accuracy of the ratio-of-states method.  The results suggest 

that the choice of state sorting criteria and starting configuration significantly impact the 

accuracy of the calculated equilibrium constant, but the temperature used does not. 

Introduction 

 Protic ionic liquids [PILs] are molten salts with melting temperatures below 100 

°C, formed by the proton transfer between a Bronsted acid and base1.  Unlike traditional 

salts, PILs exist as mixtures of ions and neutral pairs in the liquid phase2.  The degree to 

which the proton transfer equilibrium lies on the side of ions in a PIL, or ionicity, has 

been shown to play a role in determining properties exhibited by the PILs, such as 

solubility, enthalpy of vaporization, and surface tension3. The primary method for 

experimentally determining the ionicity of PILs is to plot the effective ion conductivity 

vs. the inverse of the viscosity at different temperatures or molar concentrations 

compared to an ideal salt, generally potassium chloride4,5.  On the resulting graph, called 
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a Walden plot, ionicity has a negative correlation with the separation between the slope 

of the PIL and the slope of the ideal salt.  Improved Walden methods exist that account 

for the size of the ions and the conductance produced by the diffusion of ions6.  However, 

the experimental methods have only qualitative accuracy and are applicable to only a 

subset of ionic liquids with a specific trait like NMR active nuclei6.  

 The computational approach to calculating ionicity is to determine the equilibrium 

constant (Keq) of the proton transfer reaction. However, calculating the Keq by directly 

simulating a bulk liquid is prohibitively expensive, leading researchers to pursue 

approximations to the Keq.  The difference in the aqueous acid dissociation constants of 

the acid and the base (eqn. 1) has been proposed as one approximation of the Keq with 

mixed results2.   

∆pKa
aq = pKacid

aq − pKbase
aq         (1) 

Equilibrium calculations indicate that a ∆pKa
aq  of 4 should be sufficient for complete 

proton transfer or high ionicity in PILs, but experiments show that complete proton 

transfer occurs only in some PILs that have a ∆pKa
aq  of 10 or greater3.  A study involving 

super-strong bases found that ionicity increases with increasing ∆pKa
aq  up to a maximum 

at ∆pKa
aq =15, and then remains constant5.  However, a study of primary and tertiary 

amines found that the correlation between ∆pKa
aq  and ionicity depends on the structure of 

the cation and the proton-binding site7.  A cation bound to a primary amine demonstrates 

high ionicity with ∆pKa
aq =2 like a traditional salt, while a cation bound to a tertiary 

amine demonstrates low ionicity despite having a ∆pKa
aq =6.  The failure of ∆pKa

aq  to 
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predict ionicity is attributed to the effect of intermolecular interactions of PILs, which are 

poorly approximated in an aqueous environment.    

 An improved method for approximating the Keq must simulate the PIL 

environment at a computational cost that is not prohibitive.  A study by Izgorodina, 

Forsyth, and MacFarlane demonstrated that quantum mechanical (QM) methods are 

necessary for accurately simulating PILs by demonstrating the impact of dispersion 

forces on the behavior of imidazolium based PILs8.   QM methods that include the 

dispersion energy are abundant, but come at a steep cost compared to classical methods.  

Møller-Plesset second order perturbation theory (MP2)9 scales formally as N5 for both 

energy and gradient calculations, where N represents the size of the basis set, while 

classical methods scale as N2.  Although the exact number of cations and anions 

necessary to represent a PIL environment is unknown, mass spectrometry measurements 

of aerosolized ionic liquid clusters have determined that clusters with fewer than 12 ion 

pairs are unstable and quickly vaporize10.  Simulating an ionic liquid cluster with 12 ion 

pairs using a method that depends on the gradient of the wavefunction like molecular 

dynamics is presently untenable on all but the largest computers.  

 The Metropolis Monte Carlo (MMC) method requires only the calculation of the 

total energy of the system11, and can be adapted to predict a wide range of non-dynamic 

chemical properties.  The Widom insertion method12, for example, can be used to 

calculate the chemical potential of a molecule within a solvent environment by solving 

for the energy difference between Es and Es+X , the total energy of the solvent system (s) 

and the total energy of the solvent plus test molecule system (s+X) respectively13.  An 

MMC search is used to generate an ensemble of solvent configurations and the test 
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molecule is inserted at random positions within the configurations, and the change in 

energy is calculated.  Averaging over all insertions in the ensemble allows one to 

calculate properties of the test molecule in the system, such as the chemical potential and 

concentration.  However, locating a position to insert the test molecule without 

overlapping solvent molecules quickly becomes nearly impossible as the test molecule 

size increases, leading to oversampling of high-energy configurations.  In general, PILs 

are too large for the Widom insertion method to be a viable option.   

 In this work the Ratio-of-States (ROS) Monte Carlo method for predicting the Keq 

of proton transfer reactions is presented.  Consider the transfer of a proton (H+) between 

an acid (A) and a base (B) as in reaction 2.  

 HA + B → A− + HB+          (2) 

The Keq for reaction 2 is given as the ratio of the concentrations of the products and 

reactants at the equilibrium state.  

Keq =
A−  HB+ 
[HA][B]

         (3) 

Simulating a bulk chemical system that is large enough for the concentrations of the 

reactants and products is not feasible without access to super computers.   Sampling a 

smaller but representative system in the time or phase space can approximate the 

concentration of reactants and products, if the method used for sampling is ergodic.  

Ergodicity describes the ability of a method to completely sample a chemical system 

independent of the starting state in the limit of an infinite number of sample steps14.  

MMC methods are assumed to be ergodic and can be used to approximate the 



www.manaraa.com

86 
 

concentrations of reactants and products in an equilibrium chemical system. A 

representative system containing one of each of three species, A, B, and H+, in a QM core 

surrounded by a cluster of solvent molecules may be defined as being in a reactant state, 

a product state, or neither, depending solely on the positions of the core atoms according 

to some specified criteria.  An ensemble of states of the chemical system is generated by 

MMC sampling of the core and cluster coordinates and their associated energies.  If the 

ensemble is generated using J MMC searches, then the concentration of the acid, as 

measured by counting the number of reactant states, is given by Equation 4.  

HA[ ]=
Nx Rx

x

J

∑

Nx
x

J

∑
         (4) 

Here the sum is over the results of the J MMC searches while Nx and Rx are the number 

of accepted steps and the number of states, respectively, that are determined to be 

reactant states in each MMC search.  A similar equation defines the concentrations of the 

product species, substituting Px for Rx as the number of accepted states that are 

determined to be products.  Note that the presence of one species (e.g., reactant HA) 

implies the presence of it complement (e.g, reactant B). Therefore, one can substitute the 

appropriate concentrations into Equation 3 as follows.  

         (5) 
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Here again, the sum is over the results of all J MMC searches used to generate the 

ensemble.  In the case of a single MMC search, Equation 5 reduces to the square of the 

simple ratio of the number of product states to reactant states in the phase space of the 

chemical system.   The larger the ensemble of sampled states, the more accurate the 

approximation.  However, since the number of degrees of freedom of the solvent cluster 

is significantly larger than the number of degrees of freedom of the core, much of the 

phase space does not contribute significantly to the ratio of states.  It is therefore 

preferable to constrain the sampling to perturbations of the core.  The recently developed 

pair binding Metropolis Monte Carlo method (See chapter 4) facilitates such a 

constrained search. 

 The details of the pair binding in the QM/MMC method are presented 

elsewhere15, so only a brief summary is presented here. Two groups of atoms are pair 

bound by specifying an atom in each group, called anchor atoms, and a maximum 

separation between the two atoms.  Any movement of either group during the course of 

the MMC search is rejected if the distance between the two atoms exceeds the maximum 

separation.  If a group is pair bound to more than one group, then all such movements are 

propagated through the network of connected groups.  For the ROS method, A and B are 

each pair bound to the H+ through anchor atoms designated as the acid anchor (AA), and 

base anchor (BA), respectively (Figure 1).  The maximum allowed separation between 

the acid and the proton, and between the base and the proton are labeled DAH and DBH, 

respectively. Whether a configuration is in the reactant or product state is defined by the 

quantities RAH and RBH, such that if the separation between AA and H+ is less than RAH, 

then the configuration is a reactant state.  Likewise, if the separation between BA and H+ 
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is less than RBH, then the configuration is a product state.  If both separations between 

anchor atoms and the proton are less than the respective cutoff separations, then the pair 

binding with the smallest absolute separation is used for the purpose of determining the 

state.   The possibility that the separations between AA, BA, and H+ are smaller than both 

RAH and RBH arises because cutoff distances can be longer than the AA-H+ and BA-H+ 

bond lengths.  If neither separation is less than the cutoffs, then the configuration is 

neither a reactant nor a product state. 

 Performing a constrained MMC search significantly reduces the number of steps 

needed to adequately sample the phase space of interest. Further savings may be 

accomplished by employing the Effective Fragment Potential (EFP)16-19 method to 

calculate the interactions between the solvent and the core.   The EFP model, a semi 

classical method with parameters derived entirely from QM calculations, has been shown 

to successfully reproduce the solvation of ions and water-alcohol mixtures20-24. 

 To demonstrate the ROS method, the proton transfer reaction between hydrogen 

sulfide and ammonia with an excess electron attached in a water environment is 

evaluated.  Hydrogen sulfide and ammonia are byproducts of the gasification of biomass 

processes and precursors of toxic emissions including NOx and sulfur dioxide25,26.  A 

computational study of the proton transfer from hydrogen sulfide to ammonia at the 

B3LYP/6-31++G(5d) level of theory determined that the reaction has no clear transition 

state27.   Introducing an additional electron into the reaction system changes the potential 

energy surface to a pair of potential energy wells separated by a clear energy barrier 

along the reaction coordinate.  The activation energy for the hydrogen sulfide and 

ammonia system with an extra electron was determined to be 1.76 kcal/mol with an 
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activation energy for the reverse process of 0.94 kcal/mol27.  Using the reported first acid 

dissociation constants for hydrogen sulfide and ammonium (8.9*10-8, 5.6*10-10)28, the 

Keq for the neutral system is 6.52*10-3.  The impact of the excess electron on the Keq has 

not been previously evaluated.  However, the addition of an excess electron has been 

shown to induce a proton transfer between HCl and NH3 that does not occur without the 

excess electron29.  In addition, the presence of the excess electron in the H2S-NH3 system 

introduces a minimum in the potential energy surface of the proton transfer 

corresponding to the products28. Therefore, it is reasonably assumed that the addition of 

the excess electron shifts the equilibrium state toward the products and the neutral 

equilibrium constant is only a lower bound on the equilibrium constant of the anionic 

system. 

The ROS Method 

 The initial step in the ROS method is to determine the key parameters of the 

ROS/MMC searches, including the temperature, the sorting criteria, the pair binding 

maximum separation, and the number of solvent molecules to include in the cluster.  

Locating the gas phase transition state of the proton transfer reaction is generally an 

effective means of identifying the best parameters for the system of interest.  However, 

trial and error is a viable, if more expensive, approach to optimizing the parameters.   

 Once the system dependent parameters have been determined, the ROS method 

proceeds in two stages: generating the cluster and perturbing the core.  The starting 

configuration is generated by randomly placing the solvent molecules into a cluster 

around the core, which is held immobile.  Then the cluster is frozen in place while a 
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MMC search is carried out on the groups in the core.  Any step that is accepted as part of 

the MMC search is tested against the state sorting criteria, and a count is maintained of 

the number of reactant and product states located.  The process is repeated to generate the 

ensemble, each time starting with a new, randomly generated cluster configuration.  

When the MMC searches are completed, the Keq is calculated using Equation 5. 

Influencing Factors 

 The ROS method approaches the exact Keq in the limit of an infinite, 

unconstrained MMC search.  However, it is unknown to what extent variations in the 

parameters affect the accuracy of the ROS/MMC search.  In this work, those factors are 

explored using a simple test case to determine the extent of the impact that each factor 

has on the accuracy of the calculated Keq.  The factors studied in the present work are the 

temperature, the state sorting criteria, and the starting position of the proton relative to the 

acid and base. 

 The temperature determines the likelihood that a step in the MMC search that 

increases the total energy will be accepted.  If the temperature is too low relative to the 

activation energy, the MMC search may become trapped on one side of the transition 

state, failing to sample the entire reaction path.  If the temperature is too high, then the 

MMC will accept every step without regard to the change in energy.  To test the impact 

of temperature on the ROS method, five temperatures were chosen based on the 

activation energy for the proton transfer in the test case.  The initial temperature was 

chosen to be 740 K; at this temperature a step from the reactant minimum to the transition 

state will be accepted with a 30% probability. The remaining temperatures (1183 K, 961 
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K, 518 K, and 296 K ) were chosen to be greater than or less than 740 K by 22% or 60% 

to test the impact of both small and large changes in the temperature in a symmetric 

approach. 

 An ergodic system that is perturbed using the MMC method with an infinite 

number of steps will sample the entire phase space independent of the starting 

configuration.  In practice, the starting position of the proton in the core should not affect 

the final ratio of states unless the search is trapped on one side of the energy barrier or if 

the sampling is too small.  However, as the ROS method benefits from performing many 

short MMC searches with different cluster configurations, it is not guaranteed that the 

final results will be independent of the starting position.  To test the impact of the starting 

position of the proton, three starting configurations for the core are tested corresponding 

to the transition state (Ts) and 0.1 Å perturbations toward the reactant (Ts-1) and product 

(Ts+1) states. 

 Accurate criteria for separating whether sampled states are reactants or products 

are vitally important for the ROS method.  Three possible approaches for setting the 

criteria are tested in the present work; reactant/product geometries (GM), the transition 

state (TS), and the van der Waals radii (VDW).  The cutoff distances (RAH, RBH) for each 

approach given in Table 1 were chosen based on the end state minima and transition state 

reported by Dong and Wang27 and the accepted van der Waal radii of sulfur, nitrogen, 

and hydrogen.  If one bases the criteria on the equilibrium bond lengths at the optimized 

geometry end points of the proton transfer reaction, there is a narrow range of 

configurations that most closely represent pure reactant states or pure product states. 

However, the short cut off distances can result in too few data points to derive 
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meaningful results.   Defining the state sorting criterion using the AA-H+ and BA-H+ 

bond lengths at the transition state separates the reaction pathway such that any deviation 

from the transition state is labeled a reactant or product state.  The transition state 

approach is more inclusive than the end point geometries approach, and the potential 

energy surface of the system still influences the configuration assignments.  Defining the 

criteria based on the van der Waals radii of the H+, AA, and BA is both the most 

expansive and generic of the approaches.  

Computational Methods 

 All calculations were completed using GAMESS30,31 at the MP2/cc-pVTZ32 level 

of theory with ROHF for the doublet calculations.  To test the impact of the identified 

factors, 45 ROS/MMC searches of 10,000 steps each were completed, representing all 

possible combinations of the three test parameters.   All ROS/MMC searches were 

performed with a cluster of 64 water molecules modeled using EFP with the EFP1 

parameters programmed into GAMESS.  

Results and Discussion 

Sorting criteria 

 The equilibrium constant Keq for the proton transfer reaction has been calculated 

using Equation 5 with all temperatures and starting positions for each state sorting 

criteria.  The GM and TS criteria reproduce the experimental neutral Keq to within half an 

order of magnitude, as shown in Table 2. The VDW criterion yields a calculated Keq that 

is larger than the experimental Keq by a factor greater than 10.  Without knowing how the 

excess electron changes the Keq of the neutral system, it is impossible to say how 
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accurately the VDW criterion reproduces the Keq.  The GM and TS criteria fail to 

produce Keq's that are greater than the lower bound set by the experimental Keq.  The 

proposed explanation for the failure of the GM and TS criteria is that the narrow state 

criteria in tandem with the number of steps in the MMC searches introduces error due to 

under-sampling.  Therefore, it is recommended that the GM and TS criteria only be used 

with extended MMC searches.  The success of the VDW criterion is indicative of how the 

reaction pathway of the proton transfer is a poor representation of the phase space 

sampled by the ROS/MMC.  The pair binding constraint allows configurations that are 

not part of the reaction pathway, but still contribute to the Keq.  The large separation 

cutoffs of the VDW criterion result in the most complete ensemble of the three criteria 

tested. 

Temperature 

 The temperature of the ROS/MMC search determines the probability that a step in 

the MMC search will cross the transition state from the reactant to product state or the 

reverse.  Multiple ROS/MMC searches at the same temperature that fail to sample both 

the reactant and product states suggests that temperature is too low for the reaction under 

investigation to cross the barrier.  The percentage of ROS/MMC searches that sampled 

only a single state, separated by temperature and state sorting criteria, is presented in 

Table 3.  For all three criteria, the change in percentage of single state searches is 

independent of the change in temperature within the error of the calculation, with the 

exception of the 961 K and 1183 K percentages for the TS and GM criteria.  However, no 

trend exists for these criteria, a large percentage of single state searches for one 

temperature is matched with a small percentage for the other temperature.  The range in 
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values for each criteria negatively correlates with the length of the separation cut offs of 

each criteria.  The observed correlation is due to the decreased number of data points as 

the separation cutoffs decrease.  Accounting for the variance of the TS and GM criteria, 

the small trend of increasing percentage with increasing temperature is not statistically 

significant for the number of MMC searches included in this work. It is concluded that 

the ROS method is minimally affected by changes in temperature. 

Starting configuration 

 To assess the impact of the starting configuration of the core on the probability 

that the ROS/MMC search will sample both the reactant and product state, the percentage 

of searches performed that only sampled the reactant state was calculated for each 

starting position and for each of the three criteria.  To clarify the impact of starting 

position on the likelihood of the search being trapped in one state, the two searches that 

sampled the product state only are excluded from this discussion.  The results for the TS 

criterion in Table 4 show a high instance (68%) of the MMC search being trapped in the 

reactant state starting from the Ts-1 position.  The instances of single state sampling 

starting from the Ts and Ts+1 positions are likely due to the topography of the potential 

energy surface of the reaction, and not representative of biased sampling caused by the 

initial configuration. For the GM criterion, the difference in the percentage of single state 

searches between Ts-1 and Ts+1 is 16%; this amounts to 5 more single state searches from 

the Ts+1 position than the Ts-1 position.  The results for the VDW criterion similarly show 

an increased likelihood of sampling only the reactant state starting from the Ts-1 and Ts 

positions.  While a clear impact on the outcome of the ROS/MMC search cannot be 
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established, it is concluded that the transition state is the optimum starting configuration 

if it is known. 

Limitations and future work 

 The present work introduces the ROS method and analyzes three factors that can 

influence the accuracy of the method.  However, the limited number of ROS/MMC 

searches limits meaningful interpretation of the results.  Chemically meaningful results 

with the ROS method are attained when the calculated equilibrium converges and does 

not change further with an increase in the number of MMC steps.  A full test of the ROS 

method requires the calculation of the Keq using a single set of parameters and an 

increasing number of MMC searches until the computed equilibrium constant converges.  

In addition, the choice of a basis set without diffuse is likely a poor choice for a charged 

system such as tested here.  Future work will provide more extensive testing and 

evaluation, including the use of a more appropriate basis set. 

Conclusion 

 In this work, the ROS method was introduced as a tool for calculating the Keq of a 

proton transfer reaction in an aqueous or non-aqueous environment.  Using pair binding 

to constrain a MMC search to the phase space of the proton transfer reaction, each 

accepted step in the MMC search is labeled a product state, a reactant state, or neither.  

The weighted average of the number of product and reactant states identified over all 

MMC searches is used to calculate the squared ratio of the number of product and 

reactant states.  The squared ratio is equal to the Keq of the proton transfer reaction as the 

number of states sampled increases to the limit of an infinite number of steps.  To test the 
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impact of the choice of three parameters, the proton transfer between H2S and NH3 with 

an excess electron has been studied using the ROS method.  The choice of state sorting 

criterion was shown to have the largest impact on the accuracy followed by the choice of 

the starting configuration of the core molecules.  The choice of temperature was shown to 

not impact the sampling of states over a range of 867 degrees K.  Upon further successful 

testing, the ROS method can be applied to calculating the Keqs of systems like ionic 

liquids that are otherwise prohibitively difficult to determine.  
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TS GM VDW

TS-1 68% 64% 4%
TS 24% 76% 8%

TS+1 8% 80% 0%

State CriteriaStarting 
Position

Table 4: Percentages of ROS/MMC searches that 
sampled only the reactant state based on starting 
position and state sorting criteria
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Figure 1. Division of [H2S-NH3]- system for ROS method.  The ab initio core is 
divided into three groups (A, B, H+) and connected by pair binding (dotted lines) 
between the acid anchor (AA) and base anchor (BA) through the proton (H+).  
The ab initio core is surrounded by a randomly positioned cluster of EFP waters. 
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CHAPTER 6: CONCLUSION 

 In chapter 2, two methods were used to calculate the PAs and IPs for a set of 

anions to determine the accuracy and efficiency of both methods.  It has been 

demonstrated that both MP2 and CR-CC(2,3) produce PAs with similar accuracy 

compared to experiment. Therefore, the less computationally demanding MP2 method 

appears to be reliable for the prediction of ionic liquid PAs. For IPs, the CR-CC(2,3) 

method produces significantly more accurate values compared to experiment than does 

MP2. For most species studied, the CR-CC(2,3) method predicts IPs that are in good 

agreement with the experimental values. However, for molecules that have degenerate 

frontier orbitals, such as ClO4-, it is important to use a multi-configuration reference wave 

function, in order to accommodate fractional orbital occupancy. 

 In chapter 3, the calculated deprotonation energies of selected ionic liquid cations 

of interest are presented as well as the net energies for the proton transfer reaction 

between the cations in the present work and anions that were previously studied.  The 

deprotonation energies show little variance, with slightly higher energies for the cations 

with cyclic structures.  Ordering the ionic liquids investigated by decreasing average NPT 

energy illustrates a separation between ionic liquids that have large NPT energies and do 

not react hypergolically and ionic liquids that have small NPT energies and do react 

hypergolically.  It is proposed that the trend in NPT energies and reactivity is determined 

by the need to balance ion concentration in the ionic liquid and the energy released by the 

protonation of the anion. This suggestion is supported by the recent paper by Vogl etal 
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 In chapter 4, a description is given of the QM/MMC method that has been 

implemented for fully ab initio and fragment molecular orbital calculations, as well as the 

effective fragment potential method. In addition, the pair binding constraint has been 

introduced as a means of conserving chemical bonds during the MMC search by 

constraining only the maximum distance between pairs of bonded atoms.  The secondary-

Monte Carlo method was presented as a means of introducing internal molecular 

flexibility during the MMC search by performing a Monte Carlo search on the atoms 

within a unit, when the unit is moved as part of the primary MMC search.  To 

demonstrate the QM/MMC method, the results of MMC searches were performed on the 

methanol pentamer using the EFP, FMO, and FAB methods, with predicted structures 

that are consistent with those reported previously. 

 The folding of n-octadecane from the elongated, all-trans conformer to the 

partially folded global minimum was used as a test case for pair binding an internally 

fragmented molecule.  Although the extent of the QM/MMC simulations was not 

sufficient to find the folded global minimum, the method did successfully move away 

from a fully elongated state to a randomly distributed state and then toward the partially 

folded state of the global minimum without loss of chemical bonds or external biasing.  

The QM/MMC method provides variety of tools for investigating chemical systems for 

which QM accuracy is necessary but the computational cost would otherwise be too 

expensive. 

 In chapter 5, the ratio of states (ROS) method was introduced as a tool for 

calculating the Keq of a proton transfer reaction in an aqueous or non-aqueous 

environment.  Using pair binding to constrain a MMC search to the phase space of the 
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proton transfer reaction, each accepted step in the MMC search is labeled either a product 

state, reactant state, or neither.  The weighted average of the number of product and 

reactant states identified over all MMC searches is used to calculate the squared ratio of 

the number of product and reactant states.  The squared ratio is equal to the Keq of the 

proton transfer reaction as the number of states sampled increases to the infinite step 

limit.  To test the impact of the choice of three parameters, the proton transfer between 

H2S and NH3 with an excess attached electron has been studied using the ROS method.  

The choice of state sorting criterion was shown to have the largest impact on the accuracy 

followed by the starting configuration of the core molecules.  The choice of temperature 

was shown to not impact the sampling of states over a range of 867 degrees Kelvin.  

Upon further successful testing, the ROS method can be applied to calculating the Keqs of 

systems like ionic liquids that are otherwise prohibitively difficult to determine. The 

mystery of what determines whether or not an ionic liquid will react hypergolically with a 

strong oxidizer remains.  However, a working theory of a key requirement for an ionic 

liquid to react hypergolically has been presented.  In addition, a path has been proposed 

to further understanding the role that the proton transfer and ionicity play in determining 

hypergolicity.  More importantly, the tools necessary to walk down that path have been 

developed and implemented in the form of QM/MMC and ROS/MMC.  Building on the 

results of this work may well result in solving the mystery of hypergolic ionic liquids. 
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